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Figure 1: Navigation styles investigated in this paper. (a) in STRUCTURED, the user can select one of eight pre-divided options; in
UNSTRUCTURED, they can freely move the selection box (yellow) around; (b-d) at each level of scale, the user can select the next
region to focus. STRUCTURED selections are always precise due to the pre-division, while UNSTRUCTURED ones can include pieces
of other octants (colors); (e) at the end, they reach the region of interest and can see a number.

ABSTRACT

Locating small features in a large, dense object in virtual reality (VR)
poses a significant interaction challenge. While existing multiscale
techniques support transitions between various levels of scale, they
are not focused on handling dense, homogeneous objects with hid-
den features. We propose a novel approach that applies the concept
of progressive refinement to VR navigation, enabling focused inspec-
tions. We conducted a user study where we varied two independent
variables in our design, navigation style (STRUCTURED vs. UN-
STRUCTURED) and display mode (SELECTION vs. EVERYTHING),
to better understand their effects on efficiency and awareness dur-
ing multiscale navigation. Our results showed that unstructured
navigation can be faster than structured and that displaying only
the selection can be faster than displaying the entire object. How-
ever, using an everything display mode can support better location
awareness and object understanding.

Index Terms: Human-centered computing—Human com-
puter interaction (HCI)—Interaction paradigms—Virtual reality;
Human-centered computing—Human computer interaction (HCI)—
Interaction paradigms—Empirical studies in interaction design

1 INTRODUCTION

Additive manufacturing enables the fabrication of objects with com-
plex internal geometries [8]. While such objects can have dimen-
sions in meters, such parts are susceptible to defects that can happen
at a millimeter scale (too much or too little material across struc-
tures [16]) and can impact the structural integrity of the part. While
certain defects can be detected visually, and certain (often destruc-
tive) stress tests can be applied to the physical part, smaller defects
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can only be visualized through CT scans, with a manual check of
each layer generated by the scan—which is impractical at scale. The
scans can also be visualized in 3D, but scale differences can become
a challenge during inspection processes, as it is hard to navigate
through an object that is one or more orders of magnitude larger
than the defects that must be visually verified. Furthermore, the
dense structure of such objects implies that these defects will often
be occluded inside of the object. A consequence of these challenges
is that currently there are no standard procedures for validating if
such products were created according to specifications.

We investigate the use of virtual reality (VR) technologies to
inspect digital twins of the fabricated parts (geometric meshes gen-
erated from either CT scans or other replication processes), enabling
operators to find and assess such defects in a timely and accurate
fashion while raising their understanding of how multiple defects
relate and propagate across the object. Such inspections can be
characterized as multiscale navigation tasks in dense, homogeneous
objects. Existing techniques have proposed multiple ways to per-
form multiscale navigation in VR, either continuously or discretely.
These techniques, however, (1) focus mostly on structures with
well-defined hierarchical meaning (such as the human body) or (2)
happen in open areas (such as a map in a game). They do not account
for the nuances of inspecting a dense, homogeneous object, which
means defect regions may be hard to see, be hard to reach, and have
reduced landmarks to support location awareness.

While in this paper we focus on the specific problem of fabricated
parts, such inspections can also be relevant in other domains, such
as geological analysis of soil, examining the internal defects in
composite materials, evaluating the internal defects in sculptures or
architectural structures, inspecting the inner workings of machinery
for defects or wear, and inspecting biological structures like neural
networks or cells. While all these domains still face challenges on
obtaining such digital twins with high accuracy, the concepts of how
to inspect them are similar to the ones discussed in this paper.

We approached this problem by applying the concept of pro-
gressive refinement to multiscale navigation. Progressive refine-
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ment [17] was proposed for selection purposes in cluttered envi-
ronments, where an initial selection would include multiple ob-
jects, which would then be progressively subdivided into groups
based on their proximity until a single object could be selected.
While traditional navigation techniques define how to move a user
through an environment, our progressive refinement navigation is
object centered, where users maintain their position and the object
is scaled and repositioned based on where they want to focus. While
multiscale transitions can induce simulator sickness and disorienta-
tion [1,11,20,28], our approach allows users to select the volume on
which they want to focus in a quick, systematic, and effective way.

We designed an approach called Progressive Refinement for the
Inspection of Multiscale Objects (PRIMO). We identified two key
characteristics of PRIMO designs: navigation style (STRUCTURED
or UNSTRUCTURED) and display mode (SELECTION vs EVERY-
THING). We conducted a user study to investigate their effects on
efficiency, location awareness during navigation, and overall under-
standing of the defects in the manufactured object. Results indicate
that navigation time can be reduced when we let users select any ar-
bitrary region while displaying only the focused subvolume. We also
found evidence that displaying the entire object can aid in raising
location awareness and overall object understanding. Contributions
of this work include (1) the design of a technique that applies the
concept of progressive refinement to the domain of multiscale navi-
gation for the inspection of dense, homogeneous objects; and (2) a
qualitative and quantitative measurement of the trade-offs of certain
design choices on that design.

2 RELATED WORK

2.1 Navigating Across Levels of Scale
Kopper et al. [18] introduced techniques for navigating multiscale
virtual environments (MSVEs), emphasizing the need to inform
users about different levels of scale and provide efficient means
of transitioning between them in a discrete fashion [2]. They pro-
pose navigation methods like the magnifying glass and target-based
navigation. Moreover, Bacim et al. [5] extended this work by fo-
cusing on wayfinding aids in MSVEs, introducing techniques like
a multiscale version of the world-in-miniature [21, 31, 35] and a
hierarchically-structured map. Their study reveals the effectiveness
of spatial and hierarchical information aids in enhancing user perfor-
mance and navigation accuracy, further underlining the importance
of clear wayfinding mechanisms in multiscale environments. Kouril
et al. [19] presented HyperLabels, a technique for navigating hierar-
chical molecular 3D models. HyperLabels leverages annotations and
breadcrumbs to guide users through complex hierarchical structures,
enhancing user comprehension and interaction efficiency.

Multiscale navigation has also been used to move through large
virtual worlds. Utilizing techniques such as the ones proposed by
Pierce and Pausch [27], users can navigate through large environ-
ments by using visible landmarks as points of reference for travel.
Krekhov et al. [20] proposed GulliVR, a technique that allows users
to transition between being a giant or a regular-sized human being
while walking through a large terrain. They discussed issues such
as changing inter-pupillary distance (IPD) to effectively convey the
perception of being a giant. They described the idea of pulling,
where the system would help guide users to a point of interest. In
a similar setup, Lee et al. [23] investigated different transitioning
techniques when changing level of scale, and showed that having
active control improves users’ spatial awareness and performance.
They also found that zooming straight out, followed by an orbital
motion to reorient the user and then zooming in, presented the best
spatial orientation, usability, and preference.

Another multiscale navigation approach uses continuous scaling
techniques [2]. Such techniques gradually manipulate scale and/or
speed [3, 25] to achieve the desired movements, often automatically,
with mechanisms such as viewpoint quality [14, 26], distance to

surroundings [7, 9, 10, 25, 32, 34], and optical flow [3, 4].
While these works define the foundation for navigating multiscale

environments, the literature is lacking regarding the navigation of
dense, homogeneous objects. Existing VR techniques have focused
either on how to provide multiscale navigation in structures that have
separable components—such as biological cells—where each level
of scale has a clear meaning that supports navigation and spatial
awareness; or has focused on open environments—such as zooming
in and out of a map—where users don’t need to access highly oc-
cluded elements inside of a volume. When we consider objects with
repeated dense structures, questions of understanding navigation and
awareness become essential. Furthermore, most work in the liter-
ature has been about exploration or targeted navigation, with little
discussion about how to perform systematic multiscale navigations
for the purpose of inspection of marked regions of interest.

2.2 Perception of Multiscale Navigation

Besides mechanisms for navigation, we must also consider the ef-
fects of multiscale navigation on user perception. Piumsomboon
et al. [28] investigated the effects of scaling a user up versus just
moving in the air at normal size. They demonstrated that IPD plays
a significant role in altering users’ perceptions, particularly suggest-
ing a potential coupling between IPD size and height. Similarly,
Cmentowski et al. [11] explored transitions between small and large
levels of scale. They show the importance of smooth and fast trans-
formations between perspectives to prevent simulator sickness and
maintain spatial orientation. They further uncoupled the user from
their avatar during travel mode to enhance spatial orientation and
reduce reorientation efforts. Abtahi et al. [1] investigated the impact
of perceived walking speed on user experience in large environ-
ments. They proposed three techniques: Ground-Level Scaling,
Eye-Level Scaling, and Seven-League Boots. Ground-Level Scaling
was found to enhance user embodiment and stride length, while
Seven-League Boots, although amplifying user movements, dimin-
ished positional accuracy at high gains. They further discussed
avoiding scale changes on-the-fly and the use of animations. These
findings underscore the importance of considering perceptual as-
pects in the design of multiscale navigation interfaces to enhance
user experience and mitigate potential comfort issues, and the need
for smooth transitions in multiscale navigation interfaces to ensure a
seamless and immersive user experience.

3 PRIMO APPROACH

We designed a novel approach, Progressive Refinement for the In-
spection of Multiscale Objects (PRIMO), to enable the inspection of
dense, homogeneous objects. We opted to design a new approach
because using traditional 2D methods: (1) the 3D nature and irreg-
ularity of the defects would require a user to go through multiple
slices of data to try to understand the defects; (2) the user would
likely have a lower understanding of the defect if constrained to 2D
slices; and (3) it would be more difficult for the user to achieve a
higher spatial awareness while navigating (by using VR we can have
peripheral view as well as stereoscopy).

The initial requirements we defined included the need for a pro-
gressive approach (from global to localized visualizations) based
on level of detail rendering (to render large objects but also focus
on details), with reduced disorientation (to maintain smooth camera
movement transitions while navigating) that achieved minimal to no
simulator sickness and provided efficient navigation between levels
of scale.

3.1 Supporting Two Types of Navigation

One of the first distinctions we made was acknowledging the dif-
ference and complementary nature between traditional navigation
and multiscale navigation. While traditional navigation deals with
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translations and rotations across six degrees of freedom (DoF), multi-
scale navigation adds another three independent degrees of freedom.
Managing them separately allows us to optimize them rather than
trying to find a specific mapping that could control all nine DoFs
together. Therefore, we opted to use a simple real-walking approach
(via head tracking) for providing traditional navigation at the current
level of scale. This technique is natural, intuitive to users, and less
prone to simulator sickness.

For navigation across scales, we then decided to use uniform
scaling with discrete levels [2,18]. Prior research has shown that the
act of scaling down into an object can produce simulator sickness
[1, 11, 20, 28]. By defining discrete levels of scale and using simple
clicks to scale up or down across levels, we could perform fast
and precise multiscale traversals (half a second duration in our
prototype). Such “dashes” have been repeatedly reported as reducing
or eliminating simulator sickness [11, 20].

3.2 Clipping Plane
Another issue was determining an effective way to see the inside of
a solid object. X-ray vision or other strategies that remove certain
parts of the object [6, 24] would not be effective, as the object is
homogeneous and defects may be spread through the entire volume.
Our solution was to adopt a traditional clipping plane, often used in
volume rendering systems [30, 33], such as for medical scan data
and architectural modeling, to render part of the object invisible in
real-time.

By allowing users to move the clipping plane with their 6-DoF
hand controller, they could view any point inside the object. Ini-
tially, we provided clipping planes that could be translated or rotated
arbitrarily. For the purposes of our prototype, we later decided to
constrain them to 1-DoF movement along the vertical axis with no
rotations, which still allowed access to any point but with a simple
up-and-down movement. Users control the clipping plane through
direct selection and manipulation using a simple virtual hand tech-
nique [22].

3.3 Multiscale Navigation Style
The next challenge was defining the levels of scale within the object
and the navigation style for selecting a lower level of scale as the
new focus. We decided to follow the concept of progressive refine-
ment because of the characteristics of objects created in advanced
manufacturing. As they are homogeneous and do not have clear
structures to use as reference points, we needed a more systematic
way of mapping the options available to users. One method is to
divide the object into octants at each level of scale, giving users a
simple way to keep track of the current subvolume and which sub-
volumes had already been inspected. Selecting an octant scales it up
and makes it the new focus. We call this STRUCTURED navigation.
On the other hand, if STRUCTURED navigation is too inflexible, we
could allow users to position a cube freely inside the area of current
focus, and scale up the region inside the cube to make it the new
focus. We call this UNSTRUCTURED navigation. A comparison of
the STRUCTURED and UNSTRUCTURED approaches can be seen in
Fig. 1). In both methods, the selection volume is controlled through
a raycast [22].

3.4 Display Mode
We define the focus volume as the currently selected subvolume. To
reduce occlusion and distraction, it may be beneficial to hide parts
of the object outside the focus volume. This allows users to focus
on their selected volume clearly, be able to see it from all sides,
and easily select lower levels of scale within it. We call this the
SELECTION display mode. On the other hand, hiding parts of the
object could affect a user’s location awareness as they navigate, so
we also define a second display mode called EVERYTHING, in which
the entire object (with the exception of the parts that are hidden by

Figure 2: Conditions in this study: (a) SELECTION-STRUCTURED (sub-
divided showing only focus area), (b) SELECTION-UNSTRUCTURED
(freeform showing only focus area), (c) EVERYTHING-STRUCTURED
(subdivided showing entire object), and (d) EVERYTHING-
UNSTRUCTURED (freeform showing entire object).

the clipping plane) remains visible as the user navigates through
levels of scale.

3.5 Scaling and Animation
Instead of scaling the user down, we opted to scale the object up. The
reasoning is that there are fewer modifications to camera attributes
that, when not properly implemented, could further impact simulator
sickness [20]. While this approach could reduce performance and
break shading effects, our environment was constrained to a single
object and we used a light source at infinity (all light rays are par-
allel), leading to no shadow modifications. When the user selects
a lower level of scale, the system enlarges the object by a uniform
scale factor of 2, animated for half a second (following suggestions
from the literature [1, 11, 20, 28]). Thus, one octant (0.5 x 0.5 x
0.5) of the original object enlarges and takes up the same amount
of space as the original object after scaling. The scale factor of 2
results from using an octet-based division (each level divided into 8
spaces). While a larger factor could have been used if we divided
each level into more spaces, it could also have made selection harder.
There are no guidelines in the literature regarding this issue.

3.6 Colors at Top Level
At the top level of scale, we decided to paint the octants with unique
colors. Our objective was to provide some degree of differentiation
to the user that could be general enough to be applied to objects
regardless of their geometry. Such colors can guide them to better
understand direction and location, helping them keep track of which
octants have already been inspected. Since this type of object does
not have colors, we can impose them over the object without inter-
ference. Initially, we planned to change colors on the lower levels
as the user moved into lower levels of scale, but the range of colors
would get smaller at each lower level and make it difficult for the
user to differentiate between them—our preliminary pilots showed
it could lead to more confusion.

4 USER STUDY

We conducted a user study to investigate how variants of the PRIMO
approach affect the efficiency, comfort, location awareness, and
overall object understanding of tasks where users must navigate and
inspect small regions of a dense, homogeneous object.
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Figure 3: Questions asked inside VR: Question 1 was asked during the
task and measured location awareness; question 2 was measured at
the end of an object (four trials) and measured object understanding.

4.1 Experimental Design

Our study included four variations of PRIMO, by varying two in-
dependent variables with two levels each, which can be seen in
Fig. 2. Navigation style could be either STRUCTURED or UNSTRUC-
TURED. The main rationale for studying this variable was to un-
derstand the effects of having a more systematic way of navigating
versus a less constrained interaction. For display mode, PRIMO
could either display only the SELECTION or EVERYTHING. The
motivation for this variable comes from the trade-off between be-
ing able to focus on only the current subvolume versus having
more clutter on the screen but potentially retaining more spatial
awareness. This led to four conditions: SELECTION-STRUCTURED,
SELECTION-UNSTRUCTURED, EVERYTHING-STRUCTURED, and
EVERYTHING-UNSTRUCTURED.

Both independent variables were varied within subjects, allowing
all participants to complete all conditions. The presentation order
was counterbalanced for each group in the following manner: trials
with the same display mode were blocked together, meaning that
half of the participants completed SELECTION first, and the other
half completed EVERYTHING first. Then, within the blocks, half of
the participants completed STRUCTURED navigation first, and the
other half completed UNSTRUCTURED navigation first. We decided
on this design to allow us to measure the effect of display mode on
simulator sickness after the first two conditions.

Our objective dependent variables included the time to position
the clipping plane (in milliseconds), the time to navigate from the
top level of the object to a target region that required inspection (in
milliseconds), and the total navigation time. We also gathered data
through questionnaires that were presented inside VR. In Question
1, we measured the user’s location awareness during navigation,
allowing us to quantify how much they maintained a mental model
of their focus related to the model. We designed a SAGAT-style
question [12] that would stop the participant in the middle of a trial
and black out the environment. The question then asked: “Which of
the following images better represent the location of the subvolume
to which you have navigated and is focused right now (intersection
of the rods)?”, with four multiple choice answers, as seen in Fig. 3
(top). Navigation time and location awareness were measured at
different times, as they might influence each other. Thus, half of the
trials measured time, and half measured awareness.

After all the trials for a particular object, we were interested in
overall object understanding—the ability to remember and relate
the locations of the various defects within that object. Question 2
asked: “Which of the following group of images better represent the

location of the four defects that you encountered in this object/trial
(intersection of the rods of each image)?”. Again, answers were
shown in multiple-choice, with each choice showing four possible
defect locations (Fig. 3 (bottom)).

We also applied a simulator sickness questionnaire (SSQ). We
conducted a baseline measure at the beginning of the study and a
second one after the first block of two conditions was completed, to
measure the differences due to the conditions. Finally, we finished
the study with a semi-structured interview. We asked them about
their preferred condition, which one made it easier to answer the
location awareness and object understanding questions, and which
one was more comfortable. We further asked them to clarify how
they were feeling regarding simulator sickness.

4.2 Hypotheses
Our hypotheses regarding display mode and navigation style were
as follows:

H1. STRUCTURED will be faster than UNSTRUCTURED. Our
argument was that STRUCTURED had already pre-divided the object,
and thus, navigation was comprised of simple point and click. Mean-
while, in UNSTRUCTURED, the user would have to position the box
over the volume of interest carefully.

H2. SELECTION will be faster than EVERYTHING. We be-
lieved that SELECTION would be faster than EVERYTHING because
of occlusion issues. When viewing only part of the object, the user
should be able to easily see and reach the sides of the region, which
are occluded if the entire object is being displayed.

H3. SELECTION will lead to less simulator sickness than
EVERYTHING. As the user navigates to lower levels of scale, the
focused area will appear to have the same dimensions as the original
object. Thus, SELECTION only displays a constant amount of the
object, while EVERYTHING occupies the user’s periphery (as the
rest of the object occupies previously empty space), and the scaling
animation fills the field of view, which could translate into simulator
sickness [13].

H4. STRUCTURED will lead to better location awareness than
UNSTRUCTURED. While STRUCTURED is discretized due to the
object being pre-divided, UNSTRUCTURED is a continuous selection.
This implies that in a structured navigation the user may more easily
remember their choices through the navigation, compared to free
selections in space, which could help users maintain awareness of
their location.

H5. EVERYTHING will lead to better location awareness than
SELECTION. As the user moves into lower levels of scale, it may
be easier for them to forget where they are or where they come from.
By having EVERYTHING display the entire object, users will have an
opportunity to view their surroundings and try to understand better
where exactly they are located.

H6. STRUCTURED will result in a better overall object un-
derstanding than UNSTRUCTURED. Similarly to H4, we believed
that it would be easier to retain the information about where the re-
gions with possible defects were located by remembering the logical,
discrete path to reach them.

H7. EVERYTHING will result in a better overall object under-
standing than SELECTION. Similarly to H5, we believe that seeing
the entire object would help participants remember locations and,
more importantly, the relationship between the regions with possible
defects. This would happen because while navigating to one region,
they would also be more likely to see the defects in other parts of
the object, that are somewhat close but not exactly inside their focus
area.

4.3 Experimental Task
Participants had to navigate from the highest scale level of the object
to the flagged region of interest at the lowest scale level. This task
included four steps: (1) the participant would need to understand
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where the target location was—we marked this location with yellow
rods parallel to each principal axis that intersected at the target,
shown in Fig. 4-a; (2) the participant would move a clipping plane
to see inside of the object—the clipping plane was constrained to
movements along the vertical axis and could not be rotated, and
they had to move the clipping plane until it was cutting through the
defect region (represented by a sphere) before they were allowed to
proceed (Fig. 4-b); (3) the participant would navigate to the target at
the lowest level of scale (they were allowed to move back to a higher
level of scale if they selected the wrong one) (Fig. 4-c); (4) the
participant would verbally report the number they saw in the target
region (Fig. 4-d). We decided to have a fake defect with a number
instead of a real defect, because our participants were not experts
in the domain of additive manufacturing, and the important thing
was to demonstrate that the target region had been reached. Defects
were never split between borders, to ensure that the participant could
reach it.

Our rationale for the task is that while researchers can use machine
learning algorithms to obtain regions where defects may exist, those
are still insufficient to confirm the defects by themselves—given the
difficulty and subjective evaluation of what is a defect. Further, there
is an interest in understanding how such defects propagate across
the object, as defects rarely occur at a single point and for no reason.
Thus, our study simulates the approach of manually inspecting those
pre-marked regions of interest, rather than searching from defects
that could be located anywhere.

For each of the four conditions, participants inspected four objects,
each containing four regions of interest to which they had to navigate.
We further conducted one object inspection (also with four trials) in
each condition during a training session before the main task. This
led to a total of 80 trials being completed per participant: 16 training
trials and 64 experiment trials. As mentioned before, half of the
trials measured time and the other half measured location awareness.
For each condition, the flow would be as follows: (1) training with 1
object, 2 defects (timed), and 2 defects (awareness); (2) main task
with 2 objects (timed), and 2 objects (awareness). At the end of each
object, we measured the overall object understanding with Question
2.

4.4 Apparatus and Environment
In all conditions, participants used a Meta Quest 2 head-worn display
(HWD). It features a resolution of 1832 x 1920 per eye, with a refresh
rate of 90Hz 1. Participants used a handheld Meta Quest 2 controller
in their hand of choice. All interactions required users to point a
raycast coming out of their controller and press the trigger button
for selections; the button at the top of the controller allowed them to
move back to a higher level of scale.

The experiment was run on a PC with an Intel i9-12900K CPU,
32GB of 3200MHz DDR4 DRAM, a Samsung SSD 980 PRO, and a
GeForce RTX 3070 Ti 16GB GPU. The connection with the Meta
Quest 2 was managed through the Quest link cable with up to 5Gbps
transfer rate.

Participants stood in an open, unobstructed area. They could
freely move around the space, only constrained by the link cable
connected to the computer running the experiment. A white arrow
on the floor of both the physical and virtual environments allowed
users to start each trial from the same position and orientation.

4.5 Procedure
The Virginia Tech Institutional Review Board approved the study,
which took place face-to-face at our laboratory in a single 90-minute
session. We recruited participants through mailing lists and an
online university recruitment system and asked them to complete a
screening questionnaire for our inclusion criteria discussed in the

1https://www.meta.com/quest/products/quest-2/tech-specs

Figure 4: Steps in this study: (a) Object being inspected, with white
outline showing the focus area, and yellow rods showing the location
of region to inspect; (b) clipping plane cutting over the sphere at the
target location; (c) navigating down into the object (multiple steps);
and (d) reaching lowest level and seeing a number representing a
defect.

study design section. They scheduled a session time and received a
digital copy of the consent form.

Upon arrival, we greeted the participant at our laboratory. They
signed the consent form and answered a background questionnaire
and baseline simulator sickness questionnaire on a tablet [15]. Next,
they received general instructions through a PowerPoint presentation,
and we measured and adjusted the lens position for their IPD. We
followed Meta guidelines, using the 3 available IPD adjustments
(≤ 61, 61−66, ≥ 66) 2.

We asked them to stand over the white arrow and helped them
wear the HWD. Once they were comfortable, we moved to the first
condition, starting with the training session. Once they reached
the end of the second condition (middle of the experiment), we
asked them to remove the HWD, answer the simulator sickness
questionnaire again, and take a mandatory five-minute break. After
the break was concluded, they returned to the VR environment and
completed the other two conditions. Between each condition, they
were also offered an extra opportunity to take a break. Once all
conditions were completed, the participant answered questions in a
semi-structured interview.

4.6 Participants

We recruited 24 participants from the general population who fit
the following inclusion criteria: (1) were at least 18 years old, (2)
were proficient with the English language, (3) had normal vision
(corrected or uncorrected; glasses were excluded due to equipment
restrictions), and (4) had normal mobility of arms, hands, and legs
(to manipulate a VR controller while walking in a space).

Twenty-four participants (aged 18 to 28; 12 male, 11 female, 1
non-binary) from the campus population took part in the experi-
ment in individual sessions of around 90 minutes. All participants
were undergraduate students from a range of disciplines. Twenty
participants were right-handed, three were left-handed, and 1 was
ambidextrous. Only two participants (out of three who declared
themselves to be left-handed) chose to conduct the study using the
left controller (the remaining left-handed participant opted to use

2https://www.meta.com/help/quest/articles/getting-started/getting-
started-with-quest-2/ipd-quest-2/
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Table 1: Statistics of speed to inspect measurements during the task.
There were no interaction effects.

Measure Navigation Style Display Mode

Clipping F1,1 = 3.99, p = 0.046;η2
p = 0.005 -

Navigation F1,1 = 8.04, p = 0.005;η2
p = 0.010 F1,1 = 10.56, p = 0.001;η2

p = 0.013
Total F1,1 = 9.78, p = 0.002;η2

p = 0.013 F1,1 = 11.32, p<0.001;η2
p = 0.015

the right controller). Twenty-two of the participants rated their fa-
tigue level between 1 and 3 (out of 5). Twenty-one participants
ranked their VR experience between 1 and 3 (out of 5), with twenty
participants having used VR at least once.

4.7 Results

We collected our results from multiple sources. We had Google
Forms that recorded the questionnaires, namely the background and
simulator sickness questionnaires. From Unity, we obtained the
time to complete each of the basic tasks and all the answers to the
multiple-choice questions. Finally, we recorded audio files with
participants’ responses during the semi-structured interviews. These
were transcribed by Microsoft Office Word 365, with manual veri-
fication and adjustments conducted by the authors. We conducted
a statistical analysis using the JMP Pro 16 software. We used an
α level of 0.05 in all significance tests. In the results figures, sig-
nificantly different pairs are marked with * when p ≤ .05, ** when
p ≤ .01, and *** when p ≤ .001.

We verified normality through Shapiro-Wilk tests and normal
quantile plot inspections for all cases before deciding to apply a
two-way analysis of variance (ANOVA) or a non-parametric test
(Wilcoxon). We performed pairwise comparisons using Tukey HSD
(honestly significant difference) when appropriate. Our two factors
were the display mode (SELECTION vs EVERYTHING) and naviga-
tion style (STRUCTURED vs UNSTRUCTURED). We report partial
eta squared effect sizes (η2

p) for main effects and Cohen’s d for
pairwise comparisons.

4.7.1 Task Completion Time

We measured the time to complete the task during speed trials. All
the statistics in this subsection can be seen in Table 1 and represented
in Fig. 5.

Regarding the clipping time, STRUCTURED (µ = 2979.15,σ =
1551.52) led to a significantly larger time than UNSTRUCTURED
(µ = 2782.51,σ = 1151.84), with a small effect. We did not find a
significant effect of display mode or an interaction effect. Regarding
the navigation time, EVERYTHING (µ = 5195.29,σ = 2940.08) led
to a significantly larger time than SELECTION (µ = 4,611.26,σ =
1969.96), with a small effect. STRUCTURED (µ = 5158.08,σ =
2699.02) also led to a significantly larger time than UNSTRUC-
TURED (µ = 4648.46,σ = 2298.01), with a small effect. We did
not find an interaction effect.

Regarding the total time, EVERYTHING (µ = 8163.99,σ =
3646.11) led to a significantly larger time than SELECTION (µ =
7404.19,σ = 2556.98), with a small effect. STRUCTURED (µ =
8137.21,σ = 3395.41) also led to a significantly larger time than
UNSTRUCTURED (µ = 7430.97,σ = 2888.39), with a small effect.
We did not find an interaction effect.

4.7.2 Location Awareness

We did not find any significant results for location awareness (Ques-
tion 1), for either display mode (F1,1 = 0.73, p = 0.39) or navigation
style (F1,1 = 0.05, p = 0.82), or their interaction (F1,1 = 0.59, p =
0.59). Averages were as follows: STRUCTURED (µ = 0.68), UN-
STRUCTURED (µ = 0.69), SELECTION (µ = 0.67), EVERYTHING
(µ = 0.70).

4.7.3 Overall Object Understanding
Regarding the overall object understanding (Question 2), UN-
STRUCTURED (µ = 0.67,σ = 0.47) led to a significantly larger per-
centage of correct answers than STRUCTURED (µ = 0.56,σ = 0.50),
with F1,1 = 4.88, p = 0.028;η2

p = 0.013 (small effect). We did not
find a significant effect of display mode or an interaction effect.

4.7.4 Simulator Sickness Questionnaire
We subtracted the answers of the pre-exposure SSQ from the post-
exposure SSQ. Pre-exposure was measured at the start of the study,
and post-exposure was measured at the mandatory break in the mid-
dle of the study (after the trials with the first display mode). We
then calculated the scores for nausea, oculomotor, disorientation,
and total score, and performed a between-subjects Wilcoxon Signed-
Rank Test. We did not find any significant effects of display mode
on simulator sickness, for nausea (Z =−0.36, p = 0.72), oculomo-
tor (Z =−0.60, p = 0.55), disorientation (Z = 0, p = 1.00), or total
score (Z = −0.47, p = 0.64). Although there was a trend for EV-
ERYTHING (µ = 13.40,σ = 19.75) to have a higher total score than
SELECTION (µ = 4.99,σ = 9.21), variation was too large to make
this difference significant. Two participants from the EVERYTHING
condition reported feeling symptoms of motion sickness both in
the questionnaire and verbally and later asked for the third optional
break (between conditions 3 and 4).

4.7.5 Qualitative Analysis
The coding process was performed by a single experimenter using
a bottom-up approach. For each transcription, the task was labeled
based on the main topic being described by the participant (using
Taguette [29]). New labels would be created as needed, or existing
ones would be re-utilized. Once all labeling was completed, two
experimenters read through them and organized the findings into
themes. Those themes were then analyzed and turned into findings
presented in this section.

EVERYTHING provides more context Twenty-two partici-
pants mentioned that EVERYTHING provided them with more con-
text, and twenty-one said that they perceived it easier to answer
Question 1 about location awareness while using it. P5 said, “When
I saw EVERYTHING around me, it gave me a little bit more context
... I could still look over and see the colors that were nearby.” P11
added, “Seeing the stuff around me kept me aware of where I was
within the object still. When it disappeared, I forgot exactly where I
was within the object.”

Three participants also commented on how EVERYTHING allowed
them to see other defects in their peripheral view. P0 said, “When
you saw the full image, you could still kind of see where the other
defects were. You can still see there is another one in the same
area, as opposed to completely chopping and only having that little
section.” P17 added, “I found pretty helpful if there were defects in
the same plane ... at one point I saw there were three defects in the
same plane.”

EVERYTHING feels cluttered For seven participants, EVERY-
THING ended up cluttering the environment and making them feel
uncomfortable with being surrounded by the object. P15 said, “It felt
weird being inside of it.” P8 mentioned, “I wouldn’t say it made me
more disoriented, but I think it was a little more confusing when I
could see everything,” which, in turn, made it harder to select certain
subvolumes: “it was almost harder for me to pick a spot because it’s
a little harder to see what those subdivided regions are.” P9 men-
tioned they preferred SELECTION because “then I wasn’t bombarded
with everything ... from a visual flood point of view was easier to
... be just focused on the one object.” And they further discussed
the issue of scaling the environment vs a single object, “it felt like
I was being pushed into the box, instead of the box disappearing ...
it looks like the ground to you at the moment.” P5 actually thought
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Figure 5: Time to complete: (1) clipping subtask, before starting the navigation; (2) navigation subtask, where our variables actually changed; and
(3) the total task considering both. Error bars represent 95% confidence intervals.

this was a good thing, “I just enjoyed EVERYTHING a little bit more
... looking at the structure in a very close, right in front of your face,
point of view.”

SELECTION helps focus on details Twelve participants
discussed the effects of focusing on the actual defect while using the
SELECTION display mode. P2 said, “You could see more in-depth
... there wasn’t anything around it, so you could see more clearly
the actual sphere.” P4 mentioned how it helped navigation, “It was
easier to focus on where I was trying to get to. It was less distracting
... having everything go away once I scaled down was powerful.”
P15, “I didn’t have the rest of the unnecessary parts all in my way.”
P20 concluded, “In terms of finding the defect, it was a lot easier
to pinpoint where exactly it was within that self-object.” P0 further
mentioned that this focus helped them identify they moved to the
wrong subvolume, “sometimes I would select it and it would look
like it was in the right part, but it was just that much off.”

STRUCTURED provides cues for location estimation
Eleven participants commented on how STRUCTURED navigation
provided them with cues that helped estimate their location within
the object, while fourteen participants said that they perceived it
easier to answer Question 1 about location awareness while using it.
P4 said, “I was specifically picking a certain section of the square,
which I think made that easier.” P3 mentioned, “It’s just very clear
what color you’re on, and then I’ll just put that color in the back
of my head and try to remember it for the end.” P5 added that
“STRUCTURED will kind of guide you to where you are ... I went
from this section to within that section of this section.” P11 said,
“It stuck in my memory longer when it was STRUCTURED.” P15
provided in-depth details, “I remembered the color, and then if it
was at the top or bottom ... then I just did that for each one.” P23
concluded, “if it’s in subdivisions, it’s easier to know where you are
than if it’s not.”

UNSTRUCTURED was easier and more robust Ten partici-
pants discussed how UNSTRUCTURED navigation made it easier for
them to select the subvolume they wanted. P10 said, “I felt like I
had more control over where I was going. It just felt easier for me to
navigate.” P3 explained, “I felt I could just immediately scale down
right into the point I was looking at.” P4 added, “when I scaled
down, the region would be in the center.” P7 made a point about
occlusion making it harder for STRUCTURED, “With STRUCTURED
you had to point at a specific angle, either point higher or lower
... but for the UNSTRUCTURED I could just point and then click
wherever I’m comfortable, which made it a lot easier.”

Four participants mentioned that UNSTRUCTURED was less prone
to wrong volume selections than STRUCTURED. P5 said, “there
were times when I would be pointing using STRUCTURED and it
would just blip over to the section nearby. Whereas when you’re

UNSTRUCTURED ... it still can contain the defect.” P10 added, “with
the STRUCTURED ones, it was more you either hit it or you don’t.
With the other ones it was more accurate, felt I had more control
over the system.” P14, “With the one where I could move the box
on my own, I got to pick in-between colors.”

STRUCTURED requires less ray-casting precision Eight
participants also described that STRUCTURED required less precision
from them during the process of pointing their raycast. P2 said,
“There wasn’t as much guessing of where to put the pointer. It was
more guided.” P4 added, “I just pointed to the specific square I
needed to go.” P9 expanded, “I don’t have to worry about really
getting it ... as long as it’s in that area, I’m fine.” P13 claimed, “It’s
hard to position the yellow cube [in UNSTRUCTURED] exactly where
you want it.” P17 said, “It was a little bit difficult to pinpoint the
defect [in UNSTRUCTURED]. Versus if you have STRUCTURED you
can sort of just highlight a certain area.”

Simulator sickness was minimal Twenty participants re-
ported no simulator sickness at all, while two reported mild symp-
toms of simulator sickness. P6 said, “I feel as the experiment con-
tinued the dizziness started to kick in a little bit more, but maybe
it’s because of fatigue.” P15 said, “EVERYTHING UNSTRUCTURED
was probably the most dizzying because it was a lot of movement
and there was a lot around me ... moving myself and I’m inside of
something, it was just a lot of stimulus going on all at once.”

5 DISCUSSION

Performance Our first hypothesis stated that STRUCTURED
would be faster than UNSTRUCTURED (H1). Evidence suggests
that this hypothesis is false. On the contrary, we found that during
navigation, UNSTRUCTURED was 10% faster than STRUCTURED on
average. Based on the qualitative data, the reason was clear: while in
STRUCTURED participants do have the advantage of already having
the object pre-divided into subvolumes and only having to select
which one they want, they need to reposition their ray at every level
of scale to select the next subvolume. With UNSTRUCTURED, on
the other hand, the selection box would show at the intersection
between the participant’s raycast and the object. This means that if
the participant focused on the region of interest at the top level, they
would only have to press the confirmation button at each subsequent
level of scale. Therefore, even if the original placement of the
selection box took longer, they could more quickly navigate down
to the targeted location. Obviously, these results might be different
if the region of interest was not shown to the user from the top level,
and they had to search for it instead. Unexpectedly, although small,
we found a difference during the clipping portion of the task, with
STRUCTURED being slower. We could speculate that this is due
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to the context-switching time or fatigue being influenced by the
conditions, but we cannot affirm this with our current data.

We also hypothesized that the SELECTION display mode would
be faster than EVERYTHING (H2). Our results support this hypothe-
sis. During navigation, SELECTION display mode was 12% faster
than EVERYTHING on average. Based on qualitative data, we can
attribute this to a couple of reasons. First, SELECTION only showed
the focused object, and thus, participants could clearly see and focus
on selecting the next subvolume. In EVERYTHING, however, the
other regions outside of the focused/selected volume still caused oc-
clusion. Not only could participants not see the sides of the focused
volume, but they would also have to orient their hands awkwardly
or physically walk around to get the ray in the right place. This was
even stronger when using STRUCTURED navigation, as the raycast
selected the first subdivision it touched, while with UNSTRUCTURED
participants could still move their hands in depth to move the selec-
tion box in depth. Second, from a pure visualization point of view,
displaying the entire object while only allowing for further naviga-
tion inside of the focus region made participants confused in cases
where they selected the wrong level of scale, but after navigating
they could still see the marker for the correct region of interest. In
some cases it took them a couple of seconds to realize the mistake
before taking action to move back to the higher level and select the
other subvolume.

Simulator Sickness We hypothesized that SELECTION would
lead to less simulator sickness than EVERYTHING (H3). Our ob-
jective results do not support this hypothesis. There was a trend
for EVERYTHING to score higher than SELECTION, but this did not
lead to a significant difference due to a high variance in the mea-
sure. Only two out of twenty-four participants complained of mild
simulator sickness. This is a positive result for the techniques, as
each participant completed a large number of trials and still experi-
enced only mild levels of sickness. In the qualitative results, none
of the participants commented on a clear difference between the
techniques in regards to sickness, dizziness, or disorientation. A few
participants did note, however, that the EVERYTHING display mode
created a zooming-in effect with a lot happening visually, where
the “entire world” was getting larger around them as they shrunk, as
opposed to the SELECTION display mode where the object felt like
it was getting larger.

Location Awareness Our fourth hypothesis was that STRUC-
TURED would lead to better location awareness than UNSTRUC-
TURED (H4). However, we found no differences between the condi-
tions on the accuracy of answering question 1. From interviews, we
got mixed results. Participants who believed UNSTRUCTURE was
better argued that they only needed to focus on their target region
of interest and then get there faster, having to remember only that
one point. Participants who believed STRUCTURED was better ar-
gued that (1) remembering the path they took to get there was easier
(because they just had to think about the discrete selection steps,
and (2) since the object was already pre-divided, they could think
of the octants when trying to pinpoint the focused one. Our lack of
significant results may have been due to participants using different
strategies to maintain awareness of their location during navigation.

In the fifth hypothesis, we argued that EVERYTHING would lead
to better location awareness than SELECTION (H5). Again, the data
for location awareness accuracy do not support this hypothesis. How-
ever, our interview data revealed that users perceived it to be true.
More than 87% of participants mentioned one or both of the EVERY-
THING techniques as providing better location awareness. In their
comments, they extensively mentioned how using the SELECTION
display mode led to them trying to memorize where they were going
or which steps they took as they navigated. Some memorization
was still needed in the EVERYTHING mode, but participants could
also use the peripheral view of their location in the context of the
whole object as they navigated. This suggests that everything may

have some benefits for location awareness, but we were not able to
measure it objectively because the task was not complicated enough
for the memorization used in the SELECTION display mode to be
detrimental. We suggest that a future study with a larger number of
levels of scale or with greater scale differences between those levels
could revisit this hypothesis for confirmation.

Overall Object Understanding We hypothesized that
STRUCTURED would provide a better understanding of all defect
locations than UNSTRUCTURED (H6). Our objective results do not
support this hypothesis. We found that UNSTRUCTURED was 17%
more accurate than STRUCTURED on question 2, which asked for the
locations of all four defects in an object. Although qualitative results
showed that participants believed that structuring the navigation
process led to a more concise and organized amount of information
to remember and combine afterward, the objective measure indicates
that the act of placing the selection box in UNSTRUCTURED actually
gave people a better cue to remember the defect locations.

Finally, the last hypothesis was that EVERYTHING would result in
a better understanding of all defect locations than SELECTION (H7).
Objective measures did not find a difference between the display
modes. From the interviews, however, participants mentioned that
EVERYTHING was advantageous because, in some scenarios, they
could partially see one defect from a distance while navigating
to a different defect region, and that would refresh the location
relationship between the defects in their minds. Similarly to H5, we
suggest that this should be revisited with a more complicated task,
especially one that allows users to navigate from one defect to the
next one instead of going back all the way to the top to start the next
trial. Alternatively, the task could have more than four defects in
each object, leading to higher chances of seeing other defects while
making it harder to remember all the defect locations.

Implications Our findings bring some implications to the do-
main: in VR, we should give people unstructured ways to navigate
when they know where they are going; on the other hand, a struc-
tured navigation could still be used for systematic search in an object
where the location of defects is unknown, although another study
should investigate that; we should prefer to display the entire object
to enhance spatial awareness, but we should hide peripheral portions
of the object when selecting the next piece to navigate.

6 LIMITATIONS

This work includes some limitations. (1) While we designed our
study scenario with stakeholders who work on these tasks daily,
a follow-up study should be performed in a real-world task and
environment. (2) As we compared variations of PRIMO, we lacked
a direct comparison with traditional techniques. (3) Our findings are
based on a task that reduces wayfinding and focuses on travel, and
results could be different if the location of potential defects were
unknown. Our rationale for this choice was that machine learning
can be used to narrow down regions of interest, as navigating through
the entire object could be impractical due to time constraints.

Finally, (4) we limited our study to a single cuboid object and did
not consider variability in the structure in the study. Our approach
does expand to other form factors, as objects can still be broken into
smaller cuboids. The main question would pertain to objects where
one of the dimensions is much larger than the others; the technique
might need to be adapted for such asymmetries, and a further study
focusing on designing those adaptations should be conducted.

7 CONCLUSIONS AND FUTURE WORK

In this paper, we explored the design space of VR multiscale nav-
igation techniques in dense, homogeneous objects while using the
concept of progressive refinement. We proposed PRIMO, an ap-
proach that allows users to traverse objects, such as those created
through advanced manufacturing, to inspect small regions that have
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been flagged as potentially having defects. Through a user study, we
varied two independent variables of the interaction design to under-
stand the trade-offs and obtain guidelines that could be generalized
for guiding practitioners interested in applying multiscale navigation
for the inspection of objects that are dense and homogeneous.

Our results showed that navigation time can be minimized by
allowing the user to select any arbitrary region within the object and
by displaying only the currently focused subvolume. We also found
evidence that unstructured navigation can lead to a better overall
object understanding than structured navigation. We found quali-
tative results suggesting that displaying everything may also help
with location awareness and overall object understanding, though
we were not able to corroborate those with objective data. Based
on these results, and giving more weight to spatial awareness than
speed, we suggest that an optimal hybrid technique for this domain
would use unstructured navigation and would display only the se-
lected subvolume by default, but with the ability to toggle the display
of everything.

For future work, we plan to delve deeper into the wayfinding
cues that can support users in better understanding the navigations
they took at each step. Some candidates include using spatial bread-
crumbs to display representations of the previous models the user
has been to, spatial trees to organize the division of the object visu-
ally, and ghost representations of the hidden objects that could be
accessed when needed.
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