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Gestures vs. Emojis: Comparing Non-Verbal Reaction Visualizations
for Immersive Collaboration

Alexander Giovannelli , Jerald Thomas , Logan Lane , Francielly Rodrigues , and Doug A. Bowman

Fig. 1: View of the Question reaction performed by the female avatar across separate visualization conditions used in the experiment.
A: Natural-Question visual reaction. B: Exaggerated-Question visual reaction. C: Emoji-Question visual reaction.

Abstract—Collaborative virtual environments afford new capabilities in telepresence applications, allowing participants to co-inhabit
an environment to interact while being embodied via avatars. However, shared content within these environments often takes away
the attention of collaborators from observing the non-verbal cues conveyed by their peers, resulting in less effective communication.
Exaggerated gestures, abstract visuals, as well as a combination of the two, have the potential to improve the effectiveness of
communication within these environments in comparison to familiar, natural non-verbal visualizations. We designed and conducted
a user study where we evaluated the impact of these different non-verbal visualizations on users’ identification time, understanding,
and perception. We found that exaggerated gestures generally perform better than non-exaggerated gestures, abstract visuals are
an effective means to convey intentional reactions, and the combination of gestures with abstract visuals provides some benefits
compared to their standalone counterparts.

Index Terms—Human-computer interaction (HCI), virtual humans and avatars, telepresence, collaborative interfaces.

1 INTRODUCTION

In recent years, telepresence applications, such as Zoom 1, WebEx 2,
and Microsoft Teams 3, have been leveraged by everyday consumers
and enterprises to maintain the experience of an in-person collaborative
environment even when users are not co-located. While these systems
attempt to capture and fully display the remote participants to create
the illusion of meeting in the same physical location for collaboration,
they fall short of simulating face-to-face gatherings. One cause of
this shortcoming is the virtual sharing of content by these systems,
as the content receives greater emphasis and attention by minimizing
the viewports of users or relegating the content to a secondary display
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separate from the virtual meeting space. This reduction in the display
of collaborators reduces the ability of a given user to view the non-
verbal cues, such as body gestures and facial expressions, of other
collaborators [13, 16]. As an alternative, these systems include emoji
reaction options (e.g., Zoom reactions 4), however, the minimized view
of the reacting participant still reduces their visibility during content
sharing. As a result, users of these telepresence systems sometimes
attempt to compensate for the loss of these non-verbal expressions
with exaggerated vocal tones [25]. This is an issue because non-verbal
cues are known to play a major role in the perceived effectiveness
of collaborative interactions [6], communicating emotional states and
behavioral intentions between individuals conveying and viewing them
[31].

Immersive collaborative applications using virtual reality (VR) and
augmented reality (AR) technologies, such as Spatial.io 5 and Virbela
6, have the potential to alleviate the issue of conveying non-verbal
behaviors by embodying users via avatars. Natural gestures, such as
facial expressions, gaze direction of the eyes, and body movement, can
be presented by one’s avatar to other users and vice versa. However,
with the larger field of regard and smaller field of view provided by
these systems, the saliency of non-verbal cues may still be insufficient
when shared content or a greater participant pool co-inhabits a given
virtual environment, making it difficult to track and understand these

4https://support.zoom.us/hc/en-us/articles/
115001286183-Using-non-verbal-feedback-and-meeting-reactions-

5https://www.spatial.io/
6https://www.virbela.com/
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subtle behaviors. Exaggerated physical gestures may alleviate this
issue by increasing visibility and attracting user attention back to their
collaborators from such distractors. Additionally, the use of emojis
within immersive collaborative systems may enhance visibility while
providing a rapid understanding of reaction intent. The conveyance of
these non-verbal cues has become a topic of interest for researchers [30]
in recent years, but has not closely compared methods for displaying
non-verbal reactions. In this paper, we detail a study investigating avatar
non-verbal reaction display methods including natural and exaggerated
upper body gestures and emoji displays, as well as their combination,
to examine the benefits and limitations of their impact on perception
and understanding of their intended meaning.

2 RELATED WORK

In the context of immersive technologies being used for collabora-
tion, researchers have explored how these systems can be used for
selecting the space of collaboration (i.e., co-located, remote) [21, 25],
time of task fulfillment (i.e., synchronous, asynchronous) [17, 30],
collaborative environment visualizations [26, 41], and cross-device col-
laboration [7, 15, 28]. While these works have documented nuances
of avatar representations in collaborative processes, as well as means
by which to evaluate communication, including performance, process,
and subjective measures, they note the drawbacks of current immer-
sive collaboration systems in properly displaying the non-verbal cues
of collaborators [2, 21, 30, 32]. For this reason, we review studies of
researchers spanning the influence of avatar representations and their
potential effect on collaboration, as well as literature documenting arti-
ficial non-verbal communication methods in the following subsections.

2.1 Avatar representations in collaboration and interaction
Various studies have been conducted by researchers regarding the im-
pact across quantitative and qualitative measures of visual attributes
of avatars and embodied agents (i.e., computer-controlled avatars).
Such visual attributes have included the display of select avatar body
parts [37], as well as the stylistic appearance of the avatar [22, 36].
Yoon et al. explored the effect of avatar body visibility in collaborative
processes, as well as avatar body styling on social presence [40]. The
avatar body visibility had three visual conditions (i.e., head + hands,
upper body, and whole body) and two appearance styles (i.e., realistic
and cartoon). They found a significant effect of body part visibility
on participant-reported social and co-presence, with the head + hands
condition having lower values than whole body and upper body con-
ditions. Pakanen et al. conducted a similar experiment, exploring
user preferences of the degree of detail (e.g., full-body, head & arms
only) as well as the degree of realism (e.g., photorealistic & cartoon)
for an avatar’s appearance after developing a telepresence system for
immersive collaboration in augmented reality (AR) and VR [24]. Re-
sults from their study indicated for both AR and VR that participants
preferred full-body avatars with photorealistic characteristics due to
the human-like representation and affordances for interaction when
completing a series of collaborative search and find tasks.

Researchers have also explored additional modifications of visual
attributes for avatars, such as avatar scaling. For example, a study by
Walker et al. [35] investigated the influence of avatar size on leader-
follower relationships in a remote collaboration study. They found that,
in dyadic tasks, when an avatar was scaled smaller than the other, the
smaller-sized avatar commanded less attention and influence than when
both avatars were of equal size. In relation to avatar scaling, Pium-
somboon et al. developed a system where a remote collaborator was
represented by a dynamically-scaled avatar for asymmetric and sym-
metric tasks, measuring the social presence and overall user experience
of participants [27]. End results indicated that the “Mini-me” avatar
had a significantly higher aggregate social presence, lower difficulty
ratings, reduced mental effort, and completion times for experimental
tasks.

Visual attribute modifications of the face and head have also been
considered. Oh et al. conducted a study to determine if enhanced
facial expressions (i.e., more intense smiles) would yield more positive
communication outcomes compared to “normal” smiles, as well as

reported perception/social presence [23]. Results offered evidence
that enhancing the smile on one’s avatar can lead to more positive
outcomes compared to when the smile is accurately mapped on the
avatar. Choudhary et al. amplify embodied facial cues by examining
the impact of scaling the avatar’s head to enhance non-verbal facial
cue visibility [4]. They found that at various distances, slightly bigger
avatar heads were more comfortable for participants in tasks relating to
perceiving facial expressions and eye gaze.

Although these studies describe attribute changes to avatar physical
appearance in an effort to evaluate influences on collaboration and
interactions, they do not explore the potential impact of using syn-
thetic representations for communicative cues. For this reason, we
reviewed potential synthetic non-verbal display methods for further
understanding the potential of these representations in communication.

2.2 Abstract visuals in affective state communication

Emotional state and producer intent via non-verbal behaviors are in-
tegral in the observational understanding of communicative exchange.
There exist many methods by which these states and intents are able to
be conveyed between persons, including natural and synthetic displays.
In the vein of synthetic displays, multimodal metaphors as described by
Forceville and Aparisi are a means by which metaphors in language can
be applied in thought and action with equivalent cognitive mapping as
their verbal counterparts [12]. Such metaphors have been identified and
researched from pictorial runes in Japanese comics by Shinohara and
Matsunaka, who identified affective representations of anger, surprise,
joy, disappointment, and love [33]. However, they do note that the natu-
ral phenomena displayed by the pictorial runes may be culture-specific
and require further examination. Eerden also discusses the usage of
pictorial runes and multimodal metaphors in his work, describing how
they are capable of being used to depict abstract concepts which would
be otherwise difficult to depict literally [8]. He further explains the
potential of using such runes for emotions, stating that cartoonists often
leverage pictorial runes to show these states via smoke, jagged lines,
spirals, and color selection.

Color has also been leveraged as a means to communicate affective
state and behavioral intent [18]. Bartram et al. investigated the relations
of color properties (e.g., hue, chroma, lightness), as well as composition
(e.g. color frequency and clustering) in an effort to relate affective im-
pressions to simple visualizations [1]. From three separate studies they
conducted, they found that composition and properties of color achieve
affective expressiveness in visualizations when manipulated according
to the intent desired by a producer. This was also explored by Şem-
sioğlu et al. in a tool they created to provide affective augmentations
using colored shapes surrounding human silhouettes for designers [5].
It provided predefined color points on a diagram representing Russell’s
circumplex model of affect, similar to work from Valente et al. that
visualized system inferred the emotional state of users to surround them
with colored auras based on the same model [34].

Emojis and emoticons are popular ways to communicate over digital
media and convey affective state of the producer. Wiseman and Gould
examined the usage of emojis as their own “ubiquitous language”,
exploring the highly personalized and purposefully secretive ways
emojis are used in conversation between various relations (e.g., partner,
friend, family) [38]. They referred to this as “emoji affordance” and
conducted further exploration into the underlying phenomena that
lead to the repurposing of emojis. Fischer and Herbert add upon
emoji meaning analysis explaining that, compared to other mediums
of emotion or intent conveyance, emojis are ambiguous and do not
symbolize discrete affective states [11]. They conducted a study
specifically investigating emoji ratings regarding affective state,
comparing the results with emoticons and human faces. From their
study, they found emojis elicit the highest arousal from participants,
detailing that discrete emotion was also best recognized in emoji,
contrary to their initial claim. Although these studies provide insight
into affective state and intent in a producer-observer relationship,
they do not study these synthetic displays used with real-time avatar
counterparts.
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From the existing literature discussed in this section, work re-
garding the expressivity of gestures in the form of natural and
exaggerated movements has been limited to the facial features of
avatars. The extent to which exaggerated body gestures conducted by
an avatar influence a user’s ability to identify and understand their
intent, as well as their observed perception, has not been researched to
our knowledge. Additionally, while research has explored the usage of
abstract visuals in the form of emojis and other semiotics compared
to pictures of real people or used in the context of social VR, their
impact and potential implications in augmenting or replacing gestural
behaviors exhibited by an in real-time avatar has not been studied. Our
study intends to address these gaps in research by having participants
complete mock collaborative tasks while an avatar performs non-verbal
reactions with different visualizations, including natural/exaggerated
gestures and emojis.

3 EXPERIMENT

The experiment detailed in this section was designed with the goal of
comparing the effectiveness of different methods of communicating
non-verbal reactions via an avatar. Specifically, we wanted to
understand the trade-offs in effectiveness between natural gestures
and the alternative methods of exaggerated gestures and abstract
visualizations. Our experiment aimed to answer three research
questions.

RQ1. How does the expressivity of an avatar’s gestural reactive
behaviors influence an observer’s ability to identify a reaction that is
occurring and understand which reaction is being conveyed?

Past study results suggest that exaggerated avatar features are more
positively perceived and better understood by observers [4, 23]. How-
ever, the challenge lies in exaggerating entire avatar gestures while
maintaining a sense of naturalness. We want to determine whether
increasing the expressiveness of avatar gestures through exaggeration
yields a positive effect and, if so, to what extent. Based on previous
research, we had the following hypotheses for RQ1:

H1.1 Exaggerated gestures will be identified faster than non-
exaggerated gestures.

H1.2 Exaggerated gestures will be identified with more confidence than
non-exaggerated gestures.

H1.3 Exaggerated gestures will be preferred by users over non-
exaggerated gestures.

RQ2. How does using abstract visuals instead of gestural reactive
behaviors influence an observer’s ability to identify a reaction that is
occurring and understand which reaction is being conveyed?

Past studies suggest that abstract visuals, such as emojis, are more
easily recognized and understood by observers than physical non-verbal
cues [11,19]. However, those studies related to abstract visuals in direct
comparisons of facial images. For this reason, we want to determine
how abstract visuals in the form of overhead emojis are perceived and
if they are understood more effectively in immersive VR using avatars.
Based on previous research, we had the following hypotheses for RQ2:

H2.1 Abstract visuals will be identified faster than gestures.

H2.2 Abstract visuals will be identified with more confidence than
gestures.

H2.3 Abstract visuals will be preferred by users over gestures.

RQ3. Compared to either abstract visuals or gestural reactive behaviors
alone, how does the combination of the two influence an observer’s
ability to identify a reaction that is occurring and understand which
reaction is being conveyed?

We expect the combination of gestures and abstract visuals to result in
the most performant and preferred means by participants to identify
and understand non-verbal cues, as it includes the natural physical

movement with the reinforced understanding through the emoji. For
this reason, we had the following hypotheses for RQ3:

H3.1 The combination of gestures and abstract visuals will be identified
faster than their standalone equivalents.

H3.2 The combination of gestures and abstract visuals will be identified
with more confidence than their standalone equivalents.

H3.3 The combination of gestures and abstract visuals will be preferred
by users over their standalone equivalents.

3.1 Conditions

In the experiment, three reaction conditions were used: Agree, Disagree,
and Question. These reactions were conveyed using five visualization
conditions: NATURAL, EXAGGERATED, EMOJI, NATURAL & EMOJI,
and EXAGGERATED & EMOJI. Two avatars, one male and one female
(shown in Fig. 1), were used to perform the reactions for each of
the visualizations. The NATURAL visualization consisted of subtle
gestural animations by the avatars: lightly nodding their head up and
down for the Agree reaction, shaking their head side-to-side for the
Disagree reaction, and raising their hand to shoulder height for the
Question reaction. The EXAGGERATED visualization enhanced the
NATURAL animations for the avatars, having a faster or larger range
of motion gestures to the previously described reactions. The EMOJI
visualization displayed semiotic visuals above the avatars’ heads in
place of the gestural animations: a check mark for the Agree reaction,
an ‘X’ for the Disagree, and a question mark for the Question reaction.
The NATURAL & EMOJI and EXAGGERATED & EMOJI visualizations
were a combination of the gestural animations with the simultaneous
display of the semiotic visuals above the avatars’ heads. The NATURAL,
EXAGGERATED, and EMOJI visualizations are shown for the Question
reaction in Fig. 1.

3.2 Tasks

Participants completed three separate tasks as part of the study phase
of the experiment within our VE. The first task was referred to as the
Open Classification task, which consisted of 18 trials, where each trial
showed a unique combination of avatar gender (2), basic visualization
(3), and reaction (3). This task was included in order to determine
whether the different visualizations of each reaction were intuitively un-
derstandable on their own, without prior explanation. A single trial had
participants observe an avatar in our VE as it performed a non-verbal
reaction for one of three visualizations: NATURAL, EXAGGERATED,
and EMOJI. After the reaction was performed by the avatar, the par-
ticipant was prompted to describe what they believed the avatar was
trying to convey to them out loud using a one-word descriptor. The
trial was completed once the investigator transcribed the word provided
by the participant. The participant would then move on to the next
trial, consisting of the alternate avatar (e.g., if the previously displayed
visual reaction was made by the male avatar, the female avatar would
take its place) conveying another reaction with a unique visualization
display condition. The order by which the visualizations, reactions, and
avatars performed the non-verbal displays in the task was fixed for all
participants.

The second task was the Training task, which consisted of six trials.
The purpose of this task was to train the participant to recognize the
selected reaction animations and further validate that they were distin-
guishable for each visualization. For a given trial, three copies of the
same gender avatar were displayed in the VE equidistant in front of
the participant. Simultaneously, all three avatars performed the same
reaction, each using a specific visualization: NATURAL, EXAGGER-
ATED, and EMOJI. The participant reported which avatar performed a
particular visualization as prompted by the investigator. In cases where
the participant misreported the visualization, they were informed by the
investigator which avatar correctly acted out the prompted visualization,
followed by a replay of the reaction. The investigator would then record
that the identification was failed and the trial would be re-queued for
additional training after all other reaction training trials. This marked
the end of a trial, after which another trial with the alternate avatar or
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new reaction would be used. The order in which reactions, visualiza-
tions, and performing avatars were displayed, as well as prompts by
the investigator for the visualization condition, were uniform across
participants.

The third, and primary, task was called the Detection task, which
consisted of ten trials in the VE shown in Fig. 2. This task was meant
to simulate collaboration, where participants would read from a script
placed in front of them within the VE. The script was meant to take
participant attention away from the avatar, similar to shared documents
taking attention away from collaborators in telepresence applications.
During a trial, the avatar exhibited reactions associated with a specific
visualization. These reactions were displayed once each while the
participant read a script to the avatar. Using a controller, the participant
reported whenever they believed they observed an Agree, Disagree, or
Question reaction being performed by the avatar. The order of visualiza-
tions was counterbalanced using a Latin square, with the avatar display
order alternating between participants. Reactions performed by the
avatar were triggered at specific points in the script, corresponding to
certain words known only by the investigator. Additionally, distracting
gestures such as yawning and scratching of the head were made by the
avatar for all gesture-based conditions (i.e., all visualizations except
Emoji), to simulate physical gestures that are made without intent to
convey a reaction. A trial ended once the participant completed reading
the script.

Fig. 2: Virtual environment during the Detection task.

3.3 Design

This was a within-subjects study that had each participant complete
the tasks as described in Section 3.2. Independent variables in the
experiment were the visualization, avatar gender, and reaction con-
ditions. Dependent variables measured during the experiment were
task-specific. For the Open Classification task, the dependent variable
was the participant’s one-word descriptor. In the Training task, incorrect
identifications made by the participant when identifying visualizations
were recorded by the investigator. The intent of the task was to serve
as a means to build participant understanding of the differences in the
reactions between varying visualizations. Finally, in the Detection
task, dependent variables included the time taken by the participant to
report a reaction being performed by an avatar for a given trial, the self-
reported confidence of their reaction identification, the percentage of
time spent by the participant gazing at the avatar during each trial, and
the participant’s subjective ratings of the visualizations on a between-
block questionnaire. The between-block questionnaire had the partic-
ipant provide Likert scale ratings to the prompt of “The reactions of
the avatar were...” for the following pairings: Unnatural(1)-Natural(7),
Confusing(1)-Understandable(7), Unprofessional(1)-Professional(7),
Misleading(1)-Trustworthy(7), Unnoticeable(1)-Noticeable(7), and
Informal(1)-Formal(7). Open responses made by the participant during
the Open Classification task were transcribed by the investigator. Re-
port and gaze times, as well as identification confidence values, were
recorded automatically by the system as part of the Detection Task,
with between-block questionnaires completed by the participant after
each trial.

3.4 Apparatus
Participants were seated and wore a Varjo Aero 7 head-worn display
(HWD) for the experiment. The HWD has a 115-degree horizontal and
83-degree vertical (38 degrees upward and 45 degrees downward) field
of view and a resolution of 2880x2720 px per eye with a refresh rate of
90 Hz. The HWD has eye tracking at 200 Hz with sub-degree accuracy.
Four HTC Vive Base Stations were used to track the participant’s
position within the virtual environment and to establish a stationary
boundary. Valve Index controllers were used by the investigator and
participant for controller-based actions within the experiment.

3.5 Environment
The virtual environment used in the experiment was a box-shaped room
with dimensions 6m x 4m x 3m (length x width x height). The avatars
were positioned 2.75m in front of the participant with uniform height.
As part of the reading task, the script stand was set to approximately
0.4m away from the participant’s head, a reading distance considered
to be normal in adults with perfect vision [3].

3.6 Avatars
The avatars used in the experiment were from Microsoft Rocketbox,
a library that consists of 115 fully rigged, high-definition characters
and avatars [14]. Agree and Disagree reactions for the NATURAL and
EXAGGERATED visualizations made by the avatar used animations
provided with the Microsoft Rocketbox library. The Question reaction
for the NATURAL and EXAGGERATED visualizations made by the
avatar used Mixamo 8, an auto-rigging software for easy avatar rigging
and animation. EMOJI visualization images for all reaction conditions
were captured from online resources. They were modified to use the
same color (i.e., black) and size, and were positioned identically above
each avatar’s head.

3.7 Participants
Thirty participants were recruited from undergraduate computer science
courses and received volunteer credit for their participation. All partici-
pants self-reported that they met the following eligibility criteria from
a pre-screening survey: they were 18 years of age or older, had fluent
proficiency in English, had perfect vision or used corrective contact
lenses, and did not suffer from any vision deficiencies. The ages of
the participants ranged between 18 to 22 years (M=20.2, SD=0.81).
22 participants were male and eight were female. Three participants
reported they had not used VR previously, 12 had used VR once or
twice, ten had used VR three to ten times, and five had used VR more
than ten times. 28 participants were right-hand dominant, one was am-
bidextrous, and one was left-hand dominant. The study was approved
by our local Institutional Review Board.

3.8 Procedure
Each participant completed three phases as part of the experiment: pre-
study, study, and post-study. In the pre-study phase, the participant was
given an informed consent document to read and sign. The participant
then filled out a Simulator Sickness Questionnaire (SSQ) [20]. Finally,
the participant was shown the HWD and instructed on how to adjust
the head straps and locate the menu buttons for eye-tracking calibration
before moving to the study phase.

In the study phase, the participant completed the three tasks de-
scribed in Section 3.2. During the Open Classification task, the par-
ticipant put on the HWD while seated and eye-tracking calibration
was performed. On confirmation of the eye-tracking calibration by the
investigator, height calibration was performed such that all participants
had the same head position relative to the avatar for the duration of the
experiment. After these calibration processes, the participant would
perform the trials as part of the task. For each trial, the participant was
able to request the replay of the avatar’s reaction to determine their
one-word descriptor. Once the participant completed all 18 trials, they

7https://varjo.com/products/aero/
8https://www.mixamo.com/
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were instructed to remove the HWD and were given a break prior to
the Training task.

During the Training task, the participant was introduced to the Valve
Index controller. It was explained to the participant that the controller
would be used to report avatar reactions with a built-in survey dur-
ing the task. The participant then put on the HWD while seated and
eye-tracking calibration was performed. On investigator confirmation
of eye-tracking calibration, the participant was given the Valve Index
controller and instructed on how to perform built-in reaction report
questionnaires, shown in Fig. 3. Once the participant indicated they
were familiar with the controls to perform the reaction report, the inves-
tigator started the task’s trials. For each trial, the investigator informed
the participant as to which reaction condition was performed by the
avatars (e.g., “The reaction shown was the agree reaction for the female
avatar."), prior to prompting the participant to identify which avatar
conveyed a specific visualization (e.g., “Can you identify which avatar
conveyed the exaggerated reaction?”). The participant was able to
request having the avatars repeat the reaction as necessary to deter-
mine the avatar whose visualization matched the prompt. In the case
the participant identified the visualization incorrectly, the investigator
identified the avatar that conducted the prompted visualization and
re-queued the reaction to re-train the participant later on, recording
the participant had failed to differentiate the visualization conducted
by the avatar. Otherwise, the participant was informed their decision
was correct and was instructed to report the avatar’s reaction and their
identification confidence using the built-in identification questionnaire,
resulting in the end of the trial. This process was repeated until all visu-
alizations were correctly identified by the participant. The participant
was then instructed to remove the HWD and was given a break prior to
the Detection task.

Fig. 3: Built-in reaction identification questionnaire.

The Detection task consisted of 10 trials, each of which included
three reactions to be detected and identified. Prior to each trial, the
participant put on the HWD while seated and eye-tracking calibration
was performed. On investigator confirmation of eye-tracking calibra-
tion, script height calibration was performed such that the script was
approximately 0.4m away from the participant’s head while facing
the avatar in the VE. The participant was then given the Valve Index
controller and informed the reporting controls were identical to the
prior task. Before the trial started, the participant was asked whether
they were able to clearly view the script text before reading, such that
script height calibration could be redone if necessary. The participant
was then informed as to which visualization would be used to convey
reactions by the avatar (e.g., “The visualization under test in this trial
is the NATURAL & EMOJI visualization."). Additionally, the investi-
gator informed the participant to open the identification questionnaire
(Fig. 3) using the controller as soon as they believed they witnessed
a valid reaction. Participants then completed the trial as described in
Section 3.2. At the end of each trial, the participant was instructed by
the investigator to remove the HWD and complete a between-block

questionnaire regarding the visualization they experienced. After com-
pleting all trials for the task, the study phase was completed and the
participant moved on to the post-study phase.

In the post-study phase, the participant filled out another SSQ. After
completing the SSQ, a survey was given to the participant for ranking
the visualizations for (1) effectiveness in conveying reactions and (2)
personal preference in conveying the reactions. Once the participant
completed the ranking survey, a verbal interview was conducted in
which the investigator asked the participant for the reasoning behind
their rankings for each condition, as well as solicited any feedback
regarding differences in reaction effectiveness across visualizations.
After the interview, the participant completed a background question-
naire, which recorded information regarding the participant’s gender,
age, dominant hand, and experience using VR. This marked the end of
the post-study phase and experiment.

4 RESULTS

We conducted a series of analyses on the dependent variables (described
in Section 3.3) collected during our experiment to test our hypotheses
and explore the benefits and drawbacks of non-verbal visualizations
across reactions. Prior to our analysis, we removed any trials in which
the participant did not correctly identify the avatar’s reaction (e.g., the
participant reported the avatar made a “question” reaction when the
avatar in fact made an “agree” reaction, the participant reported the
avatar made a reaction when there was not a reaction, etc.). There were
not enough incorrect trials (i.e., missed reactions, false positives, and
incorrect identifications) to draw any meaningful conclusions about the
effects of the independent variables on these measures.

An initial analysis revealed a significant interaction effect of avatar
gender with the visualization and reaction conditions. Our design
included avatar gender as an explicit independent variable with the in-
tention of evaluating its possible effects on viewing and understanding
reactions, so long as the gender of participants was balanced and no
differences in expressivity between NATURAL and EXAGGERATED
animations were identified. However, the participant gender was not
balanced, and based on records for each participant from the Training
task regarding avatar visualization identifications, the animations were
not equally identifiable between avatars. Specifically, 33% of the par-
ticipants misreported the Natural-Agree reaction and 23% misreported
the Natural-Disagree reaction for the male avatar, as opposed to 3% for
the Natural-Disagree of the female avatar (due to the organization of
the task, we do not have comparative data for the Natural-Agree of the
female avatar). Participants further noted this difficulty in distinguish-
ing avatar animations in post-study interviews, with P1 stating that the
Exaggerated-Disagree reaction for the male avatar “felt slightly more
excessive than the regular one, but only slightly”, P7 saying that the
female avatar for the EXAGGERATED visual reactions compared to the
male avatar “was a bit more subtle”, and P21 describing that the “male
natural seemed on par with the exaggerated.” As a result, we cannot
assess if differences in reported measures were caused by the avatar
gender or these variances in animations. For this reason, we removed
avatar gender as a factor in our analysis and report our results based on
visualization and reaction conditions using the female avatar data only.
Lastly, SSQ scores are not reported, as pre- and post-experiment results
did not vary on review.

4.1 Open Classification

One-word responses from participants were transcribed as part of the
Open Classification task. These participant responses were compared
to the intended reaction descriptor (i.e., Agree, Disagree, Question)
and were considered a match if synonymous. For the NATURAL visu-
alization, 87% of participants correctly identified the Agree reaction,
90% the Disagree reaction, and 10% the Question reaction. In the
EXAGGERATED visualization, 90% of participants correctly identified
the Agree reaction, 90% the Disagree reaction, and 17% the Question
reaction. Finally, during the EMOJI visualization, 93% of participants
correctly identified the Agree reaction, 90% the Disagree reaction, and
47% the Question reaction. The Question reaction for both gesture
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conditions was most commonly identified as a greeting, with 90% in
NATURAL and 47% in EXAGGERATED reporting this.

4.2 Reaction Report Time
A Kolmogrov-Smirnoff goodness of fit test was conducted for the reac-
tion report time across visualizations for all reaction conditions. The
data was not normally distributed, so we applied an Aligned Rank
Transform (ART) before using a Repeated-Measures Analysis of Vari-
ance (RM-ANOVA) for factorial analysis [39]. The ART RM-ANOVA
indicated a significant effect of the visualization (F(4,389.20) =
74.450,p < 0.01), reaction (F(2,389.20) = 14.862,p < 0.01), and Vi-
sualization×Reaction interaction (F(8,389.20) = 16.123,p < 0.01) on
reaction report time. We then used the ART-C algorithm for multifactor
post-hoc contrast tests on the Visualization×Reaction interaction with
Bonferroni adjustments on all pairwise comparisons [10].

For the Agree reaction, we found that the NATURAL visualization
took significantly longer to report compared to EMOJI (p < 0.01),
NATURAL & EMOJI (p < 0.01), and EXAGGERATED & EMOJI (p <
0.01) visualizations. Additionally for the Agree reaction, we found that
the EXAGGERATED visualization took significantly longer to report
compared to the EMOJI (p< 0.01), NATURAL & EMOJI (p< 0.01), and
EXAGGERATED & EMOJI (p < 0.01) visualizations. For the Disagree
reaction, we found that the NATURAL visualization took significantly
longer to report compared to EXAGGERATED (p = 0.048), EMOJI (p <
0.01), NATURAL & EMOJI (p < 0.01), and EXAGGERATED & EMOJI
(p < 0.01) visualizations. Additionally for the Disagree reaction, we
found that the EXAGGERATED visualization took significantly longer
to report compared to the EMOJI (p < 0.01), NATURAL & EMOJI
(p < 0.01), and EXAGGERATED & EMOJI (p < 0.01) visualizations.
Median and IQR values for each visualization and reaction are given in
Table 1.

4.3 Identification Confidence
As the identification confidence data is nonparametric (i.e., 7-
point Likert scale reported values), we used an ART RM-ANOVA
for factorial analysis. The analysis indicated a significant ef-
fect of the visualization (F(4,389.60) = 41.834,p < 0.01), reaction
(F(2,389.60) = 55.068,p < 0.01), and Visualization×Reaction inter-
action (F(8,389.60) = 12.991,p < 0.01) on identification confidence.
We then used the ART-C algorithm for multifactor post-hoc contrast
tests on the Visualization×Reaction interaction with Bonferroni adjust-
ments on all pairwise comparisons.

For the Agree reaction, we found that the NATURAL visualization
had significantly lower identification confidence values compared to
EXAGGERATED (p < 0.01), EMOJI (p < 0.01), NATURAL & EMOJI
(p < 0.01), and EXAGGERATED & EMOJI (p < 0.01) visualizations.
For the Disagree reaction, we found that the NATURAL visualization
had significantly lower identification confidence values compared to
EXAGGERATED (p < 0.01), EMOJI (p < 0.01), NATURAL & EMOJI
(p < 0.01), and EXAGGERATED & EMOJI (p < 0.01) visualizations.
For the Question reaction, we found that the NATURAL visualization
had a significantly lower identification confidence value compared to
the EXAGGERATED & EMOJI (p = 0.014) visualization. Median and
IQR values for each visualization and reaction are given in Table 1.

4.4 Gaze Percentage
Fig. 4c shows the mean percentage of time spent gazing at the avatar
across visualizations. A Kolmogrov-Smirnoff goodness of fit test
found that the data was not normally distributed, so we applied a
square root transform before performing a one-way RM-ANOVA. The
RM-ANOVA indicated significance between the visualization condi-
tions. However, sphericity was violated according to Mauchly’s Test
(χ2(d f = 9,N = 30) = 24.354,p = 0.004), so we used Greenhouse-
Geisser adjustments and found significance (F(9,30) = 23.288,p <
0.01). Pairwise comparisons were performed between visualizations
with Bonferroni adjustments.

We found that the NATURAL visualization had significantly higher
gaze percentages compared to EXAGGERATED (p = 0.024), EMOJI
(p < 0.01), NATURAL & EMOJI (p < 0.01), and EXAGGERATED &

EMOJI (p < 0.01) visualizations. We found that the EXAGGERATED
visualization had significantly higher gaze percentages compared to
EMOJI (p < 0.01), NATURAL & EMOJI (p = 0.023), and EXAGGER-
ATED & EMOJI (p = 0.024) visualizations. We found that the EX-
AGGERATED & EMOJI visualization had a significantly higher gaze
percentage compared to EMOJI (p < 0.01) visualization. Median and
IQR values for each visualization are given in Table 1.

4.5 Between-block Questionnaire
For each scale in the between-block questionnaire, Friedman tests
were conducted to determine if there was a significant effect of visu-
alization. No significant effect was discovered between visualizations
for Formal (χ2(d f = 4,N = 30) = 3.209,p = 0.524) and Professional
(χ2(d f = 4,N = 30) = 7.611,p = 0.107) scales. For the remaining
scales, the following significant effects were found: Natural (χ2(d f =
4,N = 30) = 47.831,p < 0.01), Noticeable (χ2(d f = 4,N = 30) =
65.407,p < 0.01), Trustworthy (χ2(d f = 4,N = 30) = 18.892,p <
0.01), and Understandable (χ2(d f = 4,N = 30) = 40.979,p < 0.01).
For each of these scales, paired Wilcoxon signed-rank tests with Bon-
ferroni adjustments were performed between the visualizations. The
resulting significant pairs from these tests are in Table 2. Median and
IQR values for each visualization and reaction are given in Table 1.

5 DISCUSSION

5.1 Open Classification
The Open Classification task was meant to confirm the participant’s
approximate understanding of the intended meaning of the gestures and
emojis without prior training. From the one-word responses, we found
that participants were generally able to properly understand the agree
and disagree reactions for NATURAL, EXAGGERATED, and EMOJI
visualizations. However, the participants had difficulty identifying the
Question reaction, identifying it primarily as a greeting for the NAT-
URAL and EXAGGERATED visualizations, and as a sign of confusion
for the EMOJI visualization. After the participant was trained in the
Training task, they understood the intended definition of the Question
reaction. In the post-study interview, P15 discussed this difference
between the Agree and Disagree reactions compared to that of the
Question reaction, stating they felt “raising your hand is not a universal
sign of question, but... agree and disagree are pretty universal and easy
to understand.” Thus, with the additional context, the gestures and
emojis used throughout the duration of the experiment were understood
by participants.

5.2 Expressivity of Gesture
We hypothesized that more expressive gestures would be identified
faster by participants than less expressive gestures (H1.1). From mea-
sured reaction report times and trial gaze summary data, our results
partially support H1.1. Although all reactions had lower reaction report
times for the EXAGGERATED visualization than that of the NATURAL
visualization, the only significant difference was for the Disagree reac-
tion. However, the percentage of time spent by the participants gazing
at the avatar during a given trial was significantly greater for the NAT-
URAL visualization. This suggests that, while participants were able
to identify the avatar’s reactions similarly quickly between the two
visualizations, less expressive gestures required the participant to pay
more attention to the avatar than the primary task of reading. Several
participants discussed this issue during open interviews, with P8 de-
scribing that NATURAL visualization of reactions was “difficult to see
sometimes or distinguish when you’re not focused on the actual person,”
P16 saying it was “harder to pick up because you’re reading and then
you see a very slight thing,” and P27 stating “While I was reading, if I
wasn’t focused (on the avatar), I would have missed it.” Comparatively,
the expressive gestures conveyed by the avatar for the EXAGGERATED
visualization were better at drawing the participants’ attention from
the script, with P11 stating that “it grabs my attention... but I wasn’t
directly looking at it,” P12 saying “Your eye is drawn to the movement
away from the script,” and P20 describing exaggerated gestures as
“easier to see cause more movement in my peripheral vision.”

6



To appear in IEEE Transactions on Visualization and Computer Graphics.

(a) (b)

(c) (d)

Fig. 4: Plots of identification and perception measures. Pairs that are significantly different are marked with * when p ≤ 0.05 and ** when p ≤ 0.01.
Box plot whiskers are the spread of the data (without outliers). Bar chart whiskers are the ±S.E. spread of the data. (a): Time taken to report
reactions. (b): Reported identification confidence. (c): Percentage of time spent gazing at the avatar. (d): Between-block questionnaire results.

Additionally, we hypothesized that expressive gestures would be
identified with more confidence than less expressive gestures (H1.2).
Based on participant-reported identification confidence data and post-
study discussion, our results support H1.2, albeit with an interesting
exception. The reported identification confidence increased with more
expressive gestures conveyed by the avatar, with analysis revealing
significantly greater confidence values for the EXAGGERATED visual-
ization of the Agree and Disagree reactions. Although the Question
reaction identification confidence value did increase for the EXAG-
GERATED visualization, this difference was not significant. P3 noted
this, stating “I think the questioning were both very obvious because
they raise your hand in a particular way, so there’s no difference there.”
Participants further noted the benefits of the EXAGGERATED visual-
izations, with P5 saying that more expressive movement helped when
reading since “something has to move in the corner of my eye for like
me to notice it” and P13 stating “the exaggerated ones had a lot more
body language, while natural, had less of it, so that’s why I thought the
exaggerated was a lot easier to distinct.”

Finally, we hypothesized that more expressive gestures would be
preferred by participants over less expressive gestures (H1.3). From
participant visualization rankings, between-block questionnaire values,
and post-study interview discussions, our results partially support H1.3.
Visualization rankings conducted in the post-study had 57% of partici-
pants identify EXAGGERATED as their preferred visualization compared
to NATURAL. Between-block questionnaire results showed a significant
difference between Professional, Natural, Noticeable, and Trustworthy
values reported between the NATURAL and EXAGGERATED visualiza-
tions. The NATURAL visualization was rated as more natural. Several
participants described their rationale behind these scores, with P1 de-
scribing the NATURAL visualization as “more genuine and more human”
P9 saying “the natural reactions made the most sense because that’s just
how we communicate,” and P18 stating the NATURAL visualization

is “comforting, but traditional” and “less jarring.” The greater move-
ment by the avatar in the EXAGGERATED visualization also negatively
impacted it for the Natural measure, with P23 describing the reactions
as being “crazy” and P8 calling them “more cartoony.” However, the
EXAGGERATED visualization scored higher for noticeability, trustwor-
thiness, and understandability. P12 stated that the avatar’s exaggerated
reactions made them “certain of their intentions,” P6 explicitly said
“very easy to notice,” and P7 described the exaggerated reactions as
“definitely easier to understand.”

Overall, we found that when participants focused their attention on
a content-related task, exaggerated gestures made by an avatar had a
positive effect on the participant’s ability to perceive and understand
their intended meaning compared to their more natural counterparts.
Exaggerated behaviors empower participants to pay more attention
to their work, while not sacrificing their ability to notice an avatar’s
reactions and confidently identify the intended meaning of the reac-
tions. However, although these exaggerated behaviors may be preferred
by most participants, they can be perceived as informal and unpro-
fessional, making the setting and context of collaboration important
considerations.

5.3 Gestures versus Abstract Visuals

When comparing abstract visuals with gestures, we decided to select
the more performant visualization condition. This was determined to
be EXAGGERATED after analysis in Section 4. Thus the following
discussion compares the EXAGGERATED and EMOJI visualizations.

We hypothesized that abstract visuals would be identified faster by
participants than gestures (H2.1). Based on participant reaction report
times and trial gaze summary data, our results support H2.1. All reac-
tion report times decreased for the EMOJI visualization compared to
the EXAGGERATED visualization, with significantly lower report times
for Agree and Disagree reactions. Additionally, the percentage of time
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Natural Exaggerated Emoji Natural & Emoji Exaggerated & Emoji
Med IQR Med IQR Med IQR Med IQR Med IQR

Report Time
Agree 2.13 0.92 1.66 0.72 1.01 0.45 1.12 0.57 1.17 0.73
Disagree 2.26 0.80 1.68 0.47 0.98 0.41 1.16 0.45 1.22 0.75
Question 1.32 0.51 1.19 0.70 1.12 0.37 1.34 0.61 1.22 0.93

Confidence
Agree 6.0 1.0 7.0 1.0 7.0 0.0 7.0 0.0 7.0 0.0
Disagree 6.0 2.0 7.0 0.3 7.0 0.0 7.0 0.0 7.0 0.0
Question 7.0 1.0 7.0 0.0 7.0 0.0 7.0 0.0 7.0 0.0

Gaze Percentage 0.10 0.15 0.06 0.11 0.02 0.03 0.04 0.05 0.04 0.05

Questionnaire

Formal 5.0 2.0 4.0 2.0 5.0 3.0 4.50 2.0 4.0 2.0
Natural 7.0 1.0 5.0 1.0 3.0 3.0 5.0 5.0 5.0 2.0
Noticeable 4.0 2.0 6.5 1.0 7.0 0.0 7.0 1.0 7.0 0.0
Professional 6.0 2.0 5.0 2.0 5.0 1.0 5.0 4.0 5.0 2.0
Trustworthy 5.0 2.0 6.0 2.0 7.0 1.0 6.0 2.0 7.0 1.0
Understandable 5.0 2.0 6.5 1.0 7.0 0.0 6.5 2.0 7.0 1.0

Table 1: All median (Med) and interquartile range (IQR) values for each visualization across study measures.

Scale Vis. 1 Vis. 2 Z p-value

Natural

Exaggerated Natural -3.403 p <0.01
Emoji Natural -4.376 p <0.01
Natural & Emoji Natural -3.583 p <0.01
Exaggerated & Emoji Natural -3.744 p <0.01
Emoji Exaggerated -3.425 p <0.01
Natural & Emoji Emoji -3.581 p <0.01
Exaggerated & Emoji Emoji -3.619 p <0.01

Noticeable

Exaggerated Natural -4.129 p <0.01
Emoji Natural -4.488 p <0.01
Natural & Emoji Natural -4.201 p <0.01
Exaggerated & Emoji Natural -4.475 p <0.01
Emoji Exaggerated -3.211 p = 0.01
Exaggerated & Emoji Exaggerated -3.220 p = 0.01

Trustworthy
Exaggerated Natural -3.052 p = 0.02
Emoji Natural -2.853 p = 0.04
Exaggerated & Emoji Natural -2.786 p = 0.05

Understandable
Exaggerated Natural -3.432 p <0.01
Emoji Natural -4.155 p <0.01
Exaggerated & Emoji Natural -3.850 p <0.01

Table 2: Significant pairings determined by the Wilcoxon signed-rank
tests for the between-block questionnaire scales.

spent by participants gazing at the avatar was significantly lower for
the EMOJI trials than for EXAGGERATED trials. Participants discussed
the benefits of EMOJI visualizations in reporting reactions during post-
study discussions. P24 felt they could “immediately see something pop
up above the (avatar’s) head,” P6 stated that emoji were “very easy to
see,” and P30 described that “the emojis showed instantly what they
(the avatar) were portraying without having to wait to see how their
body would move.” The Question reaction, however, was not reported
significantly faster by participants for the EMOJI visualization. We
attribute this to the difference in the range of motion of the animation.
While EXAGGERATED Agree and Disagree reaction animations span
the upper body, with avatar head shaking motions and hand movements,
the Question reaction is a full-body gesture that has the avatar step
forward while extending their arm fully upward. Participants high-
lighted this in post-study discussions, with P5 commenting “with the
question exaggerated, I was confused why it was moving forward,” P9
described “that little step forward that the avatar would do made the
whole motion very noticeable,” and P26 stated that the exaggerated
question animation was “very dynamic.”

We also hypothesized that abstract visuals would be identified with
more confidence than gestures (H2.2). From the participant identifica-
tion confidence values, our results do not support H2.2. The reported
identification confidence by participants had no significant differences
between EMOJI and EXAGGERATED gestures conveyed by the avatar
across reactions. However, when discussing the visual reactions, partic-
ipants described how EMOJI visualizations aided them in their identifi-
cations. P13 described the emojis as “very distinctive” and that “when
I saw that picture above their head, I knew exactly what that reaction
was,” as well as P1 stated that “emoji are very self-evident in what they
are trying to convey” along with P15 saying that emoji “really help

people understand what you’re conveying.”
Our last hypothesis was that abstract visuals would be preferred

by participants over gestures. Based on participant visualization rank-
ings, between-block questionnaire values, and post-study interview
discussions, our results partially support H2.3. Visualization rankings
conducted in the post-study had 57% of participants identify emoji as
their preferred visualization compared to EXAGGERATED. With the
exception of a significantly lower natural value, the EMOJI visualization
had higher reported values than the EXAGGERATED visualization in
the between-block questionnaire. In particular, emojis were rated as
significantly more noticeable. Participants described their preference
toward EMOJI visual reactions in the post-study interview, with P3 ex-
plaining that emoji are “more effective than the just exaggerated,” P12
stating that emoji aided them in “being certain of what people mean,”
and P25 describing that an emoji “shows what the reaction is supposed
to be, is obviously very noticeable, but also very clear in what the mes-
sage is” and that “facial expressions can be interpreted different ways.”
However, participants also described that the EMOJI visualization was
not always preferable, with P9 explaining that “having absolutely no
human bodily reaction, just an emoji pop up above your head is in no
way natural” and that it felt as if they were having a “very one-sided
conversation.” P21 also stated they “wouldn’t care to see emojis alone”
and P8 described emoji as “not very fun or engaging.”

Overall, we found that emojis provided an immediate means by
which participants were able to identify and understand an avatar’s
intended reaction behaviors. They are discrete in their meaning for the
reactions, removing the ambiguity that is present in physical gesturing
and improving identification confidence as a result. Regardless of their
effectiveness, however, EMOJI visualizations are not always preferable,
as they remove the familiar, personal element of conversation gestures
provide.

5.4 Combination of Gesture and Abstract Visuals

When comparing the combination of abstract visuals with gestures to
their standalone equivalents, we again selected the more performant
visualization condition. This was determined to be EXAGGERATED
after analysis in Section 4. Thus the following discussion compares the
EXAGGERATED, EMOJI, and EXAGGERATED & EMOJI visualizations.

We hypothesized that the combination of gestures and abstract vi-
suals would be identified faster by participants than their standalone
equivalents (H3.1). From recorded participant reaction report times and
trial gaze summary data, our results do not support H3.1. While the
combination of gestures and abstract visuals did significantly reduce
the report times of participants for the Agree and Disagree reactions
compared to the EXAGGERATED visualization, the same reactions were
higher in report times than the EMOJI visualization, albeit without sig-
nificance. Similarly in the gaze data, participants required significantly
less time to stare at the avatar while reading with the combination
visualization compared to the EXAGGERATED visualization but had
significantly higher gaze percentage than the EMOJI visualization. We
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attribute this to the amount of visual information being conveyed to the
participant by the avatar distracting them from the task. Participants
reported this in post-study interviews, with P17 saying the combination
visualization “kind of distracts” them while reading and P9 explicitly
saying that the combination “is a little bit distracting from what I was
reading there. It took me out of that (reading) a little bit to focus on the
avatar.”

We also hypothesized that the combination of gestures and abstract
visuals would be identified with more confidence by participants than
their standalone equivalents (H3.2). Based on participant identifica-
tion confidence values, our results do not support H3.2. The reported
identification confidence by participants had no significant differences
between EMOJI, EXAGGERATED, and EXAGGERATED & EMOJI vi-
sualizations conveyed by the avatar across reactions. However, the
combination of gestures had higher reported values across all reactions
compared to the standalone EXAGGERATED and EMOJI conditions. We
attribute this to the abstract visuals acting as a supplement to the phys-
ical gestures, aiding participants in distinguishing what reaction was
conveyed by the avatar. In post-study interviews, participants reported
this supporting benefit in the combination visualization. P7 described
that the combination was “easy to understand and the emoji definitely
helps with that too,” P12 stated “it was easier to see the appearance of
the emoji and also to see the avatar moving kind of draws the eye over,”
and P15 explained that the "emoji mixed with the exaggerated version
of the reaction made it a lot easier to understand.”

Finally, we hypothesized that the combination of gestures and ab-
stract visuals would be preferred by participants over their standalone
equivalents (H3.3). From participant visualization rankings, between-
block questionnaire values, and post-study interview discussions, we
were unable to determine whether H3.3 was supported or not. Visualiza-
tion rankings conducted in the post-study had 43% of participants iden-
tify the combination condition as their preferred visualization compared
to both EXAGGERATED and EMOJI. Participants rated the combination
visualization as significantly less natural than the EXAGGERATED visu-
alization, but significantly more natural than the EMOJI visualization,
which suggests that the gesture component benefits naturalness but
the emoji component makes the combination less natural than the ges-
ture alone. In addition, the combination was considered significantly
more noticeable than the EXAGGERATED visualization, which suggests
that the benefits of the emoji carry over to the combination condition.
Participant post-study interviews suggest support of a combination of
gestures with emojis. P1 stated that “the reaction, as well as the incor-
poration of an emoji, makes it very clear in my opinion,” P2 expressed
that understanding the reactions was “most effective with (exaggerated)
movement plus emoji,” and P26 described that “looking at the avatar
first and seeing their reaction and then amplifying it with the sign made
it more effective.” More research regarding the combination of gestures
and abstract visuals is needed to reject or support the hypothesis.

Overall, the combination of gestures with emojis had a mixed impact
on the identification, understanding, and perception of participants
compared to the standalone EXAGGERATED and EMOJI visualizations.
While the combination did not necessarily outperform EXAGGERATED
and EMOJI visualizations, it did provide the benefit of maintaining
the naturalism of gestures and the clear identification of the intended
meaning provided by emojis.

6 LIMITATIONS & FUTURE WORK

Our work had several limitations. First, the animations selected for the
NATURAL and EXAGGERATED visual reactions were not consistent
between the female and male avatars. This, along with the gender
imbalance among the recruited participants and the findings from the
training task, prompted us to exclude the gender variable from our re-
sults analysis. Future studies should ensure the balancing of participant
gender and uniform animations by using a common auto-rigging tool
when selecting animations. Second, the selection of NATURAL and
EXAGGERATED visual reactions was subjective. The differences be-
tween the conditions relied on investigator judgment, which primarily
was based on additionally perceived body movement (i.e., exaggerated
Agree and Disagree included hand movements and the exaggerated

question included lower body movement). Lastly, the sample size
of our study was relatively small in comparison to most psychology
studies [11, 31, 38]. A larger sample size may have enabled us to find
significance in cases where values were trending towards a significant
difference. Future studies analyzing the potential use of abstract visuals
and comparisons of full-body avatar gesturing should include more
participants.

Future directions for this work include the comparison of additional
non-verbal cues, such as those relating to emotions [9] or a variety
of affective states [29]. The reactions selected are a small subset of
the possible affective displays people are capable of conveying in co-
located conversation. Additionally, more visualizations and combina-
tions should be considered, including the use of colors or pictorial runes
to encode reaction intents. Lastly, further study should be conducted
between two or more human participants working on a collaborative
task. While we mimicked the distraction of shared material diverting
attention between the participant and the avatar, this does not entirely
capture the potential influence of the system for unscripted collabora-
tion and communication.

7 CONCLUSION

We studied the effects of different non-verbal cues in the form of visual
reactions on participants’ identification, understanding, and perception
of their intended meaning using avatars in VR. We found that exagger-
ated gestures present benefits in collaborative activities where shared
materials may capture an observer’s attention compared to equivalent
non-exaggerated gestures. We also found that abstract visuals are an
effective means to represent intentional reactions in regard to partic-
ipant identification and understanding. Last, we discovered that the
combination of gestures and abstract visuals, while not outperforming
their standalone counterparts, provides comparable performance and
understanding while preserving the naturalness of communication in
a collaborative scenario. Our findings suggest further studies should
be performed regarding the possibility of enhancing non-verbal cues
using abstract visuals in collaboration and communicative scenarios.
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